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Abstract—The importance of crowd density estimate (CDE) 

in event management, urban planning, and public safety has 

made it a crucial area of study in computer vision. Conventional 

computer vision techniques are susceptible to challenging 

situations in the crowd including occlusions, scaling, and light 

conditions. Since the implementation of deep learning, 

convolutional neural networks (CNNs) and, more recently, 

transformer-based and hybrid designs, have demonstrated 

state-of-the-art performance in the estimate of crowd density 

and person count. The paper will provide an extensive review of 

the deep-learning-based methods of crowd density estimation 

published between 2015 and 2025 in terms of architectural 

development, the variability of the datasets, and the 

advancement of the methodology. The trends, benchmarks, and 

challenges are consolidated in the survey, which will serve as a 

roadmap in the future research of deep-learning-based crowd 

analysis. 
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I. INTRODUCTION 

Crowd density estimation (CDE) is one of the essential 
applications of intelligent surveillance, crowd management, 
and smart infrastructure of a city[1][2][3]. The main goal here 
is to determine how many people there may be in an image or 
video frame or how many there are in a density map[4][5]. The 
manual monitoring systems are expensive and ineffective in 
big public events. Therefore, the move to automated solutions 
based on AI is now a necessity. 

In early methods of analysis of crowds were 
predominantly handcrafted, using background subtraction 
techniques and feature lists[6]. These methods were however 
poor at dealing with perspective distortion and 
occlusion[7][8]. CNNs are deep-learning-based methods that 
have transformed CDE by the means of learning the spatial 
and contextual representation directly through data. 

The paper is intended to summarize the current studies of 
20182024, examine the changes in methods of analysis, 
contrast databases usage, and define future research 
perspectives along with the focus on the use of new-generation 
models such as YOLO and high-end CNN versions. 

II. LITERATURE REVIEW 

A number of studies have explored deep-learning-based 
CDE under a variety of methodological perspectives, such as 
regression-based, detection-based and hybrid frameworks. 

 

 

A. Regression-Based Approaches 

Regression models are used to estimate density maps 
directly using input images[9]. The first step toward this 
direction incorporated multi-column CNNs (MCNN) that 
scale-invariantly represent crowds with many receptive fields 
[10]. Subsequently, CSRNet proposed dilated convolutions 
which can be used to expand the receptive field efficiently, 
without raising computational complexity[11] [12]. 

Recent studies such as the literature “AI Enhanced 
Surveillance to identify and recognize crowd behavior” used 
CNNs and RNN to provide improved density estimation of 
real time crowd[13].  

B. Detection-Based Approaches 

Detection-based methods use object detection networks to 
measure the number of people directly[14][15][16]. The initial 
models were based on Faster R-CNN and SSD, and the 
subsequent models were based on YOLO and Retina Net 
variants. Nevertheless, the most recent models, including 
YOLOv8 and future YOLOv11, will be better because they 
have an anchor-free detection model and transformer 
backbones[17].  

A new article in IET Image Processing 
[https://ietresearch.onlinelibrary.wiley.com/doi/full/10.1049/i
pr2.13328] demonstrated a transformer-CNN hybrid with a 
high level of counting performance with varying densities, 
suggesting the shift to fusion architectures. 

C. Hybrid and Transformer Models 

Hybrid architectures either use a combination of 
regression and detection systems or apply attention-based 
transformers to contextual learning[18]. Transformer 
backbones like Swin-Transformer and Vision Transformer 
(ViT) have been adapted for CDE tasks, showing promising 
generalization under varying scales and scenes. 

The study in “Video based crowd analysis using deep 
learning” emphasized the importance of combining CNN 
feature extraction with transformer-based reasoning for 
dynamic crowd scenes [19]. 

III. METHODOLOGY 

This paper systematically surveys works from 2015 to 
2025 by analysing architectures, datasets, and evaluation 
metrics. The methodology follows a three-phase approach: 
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A. Data Collection 

Open-access repositories are among the primary data 
sources (e.g., Crowd Counting Datasets like ShanghaiTech, 
UCF_CC_50, and WorldExpo'10), peer-reviewed journals, 
and conference proceedings. Only works explicitly employing 
deep learning or CNN-based architectures were included. 

B. Comparative Framework 

The survey classifies studies based on methodological 
dimensions: 

• Architecture Type: Regression, Detection, or Hybrid. 

• Model Backbone: VGG, ResNet, Efficient Net, 
Transformer, or YOLO variants. 

• Dataset Diversity: Range of environmental and density 
conditions. 

• Evaluation Metrics: Mean Absolute Error (MAE) and 
Mean Squared Error (MSE). 

C. Analytical Synthesis 

TABLE I.  SUMMARY OF KEY CNN-BASED CDE MODELS 

Year Model Architecture Dataset MAE/ MSE 

2018 MCNN [1] 
Multi-Column 

CNN 
ShanghaiTech 

110.2/ 
173.2 

2019 
CSRNet 

[4] 
Dilated CNN UCF_CC_50 68/115 

2021 
CANNet 

[9] 

Context-Aware 

CNN 

WorldExpo’1

0 
7.8/12.3 

2023 
TransCro

wd [7] 

Transformer + 

CNN 
UCF-QNRF 55/92 

IV. DISCUSSIONS 

A. Architectural Trends 

Between 2018 and 2021, CNN-based regression models 
dominated research, primarily using VGG or ResNet 
backbones[20][21]. However, post-2022, hybrid and 
transformer-integrated models began outperforming pure 
CNNs in complex scenes. Transformer integration allows 
models to attend to global context, reducing over-counting in 
dense regions. 

B. Dataset Expansion 

Datasets such as ShanghaiTech, UCF_CC_50, and JHU-
CROWD++ remain standard benchmarks. However, it is 
limited to generalizability by dataset imbalance where Asian 
cityscapes are favored. After 2020, a tendency towards 
synthetic dataset creation with the help of GANs and 
simulation tools developed [22]. The bigger and broader data 
sets are essential in the real-world implementation. 

C. Real-Time Application Challenges 

Although regression models are highly accurate, 
detection-based variants of YOLO are real-time, which is 
required by surveillance systems [23].  Yet, it does not cope 
with severe occlusions. 

These limitations can be greatly alleviated with the 
introduction of the latest release YOLOv11, that has better 
contextual embedding and dynamic anchor-free 
detection[24][25]. 

D. Generalization and Domain Adaptation 

Cross-scene generalization is another problem[26]. 
Adversarial learning and self-supervised fine-tuning are 
techniques of domain adaptation that have been investigated 
but not yet defined by benchmarks[27]. Future versions of 
YOLO would be able to be scaled to multi-environment 
operation by using attention-based scene adaptation[28]. 

V. PROPOSED IMPROVEMENTS 

According to the gaps found in the literature, this paper 
introduces the following improvements: 

A. Dense Crowd Detection 

Recent advancements of YOLO’s transformer-assisted 
spatial reasoning can outperform earlier model’s performance 
in crowded and low-light conditions[29]. 

B. Enhanced CNN Backbones 

Adoption of EfficientNet-V2 and ConvNeXt architectures 
for better efficiency-accuracy trade-offs. 

C. Augmented Datasets 

Expansion of training datasets using synthetic crowd 
simulation and domain randomization. 

D. Multi-modal Learning 

Combination of visual and contextual (e.g. environmental 
or temporal) information to more detailed representations. 

E. Benchmark Standardization 

Single review framework among datasets to make equal 
comparisons. 

VI. LIMITATIONS 

Although this survey covers a broad spectrum of research 
from 2018–2024, certain limitations persist: 

A. Dataset Accessibility 

Limited accessibility to proprietary datasets. 

B. Cross Comparison 

Variations in evaluation protocols make cross-comparison 
difficult. 

VII. FUTURE WORK 

Future research should focus on: 

A. Real-time CDE under Edge Computing Constraints 

Lightweight transformer-CNN hybrids for embedded 
systems. 

B. Model Advancements 

Exploring vision-language models for joint crowd 
reasoning. 

C. Ethical AI and Privacy 

Incorporating anonymization layers in surveillance 
pipelines. 

D. Cross-modal Adaptation 

Improving 3D-aware density estimation with LiDAR, 
drone, and CCTV imagery. 
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VIII. CONCLUSION 

Crowd density estimation with deep learning has 
developed from handcrafted models of features to highly 
flexible CNN-transformer hybrids. The 20182024 period has 
witnessed an intensive innovation of architectural design and 
a major increase in data. Nevertheless, there are still issues of 
real-time scalability, dataset bias and domain generalization. 
The future modelling of YOLOv11 with other new detection 
models can potentially redefine the accuracy and 
computational performance of dense scene understanding.  

This survey contributes to consolidating the progress and 
identifying forward-looking pathways for research and 
application in intelligent surveillance and crowd analytics. 
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